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ABSTRACT
A very simple but efficient feature descriptor is proposed for image matching/registration applications where
invariance is not important. The descriptor length is only three times the height of the local region in which the
descriptor is calculated, and experiments were conducted to compare it to the SURF descriptor. In addition, it
is shown, how the sampling can be modified in order to obtain a rotation invariant descriptor, while still keeping
it simple and efficient. Examples from stitching in microscopy and stereo processing of pairs of photographs are
given to prove the concept.
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1 INTRODUCTION
Feature detectors are commonly used in applica-
tions such as image registration, image mosaic-
ing [BL07, Sze06], object detection and classifica-
tion. Other areas where computationally fast fea-
ture detectors are used are tracking [ST94], mo-
tion estimation, camera calibration, stereo vision
and image superimposition [SNNL13, SNNL14].
Many modern computer vision applications re-

quire computations in real time, e.g., Simultane-
ous Localisation and Mapping (SLAM) [DWB06,
BDW06] and therefore one of the most impor-
tant properties for time-critical applications is effi-
ciency, i.e. low computational cost. By increasing
the level of invariance, some feature properties are
affected such as accuracy and efficiency. It is im-
portant to use an adequate detector, no more and
no less, in order to not loose these properties.

1.1 Interest Points and Descriptors
In many of the aforementioned applications, fea-
tures are extracted by first finding interest points,
a local neighbourhood is extracted and a descrip-
tor is formed from this neighbourhood. The de-
scriptors can be distinguished, not only by the
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type of feature, but also by the level of invari-
ance to rotation, translation, scale and perspec-
tive distortions. SIFT [Low04, BL07] and SURF
[BETVG08] (which is less complex than SIFT and
therefore also faster) are scale and rotation invari-
ant detectors. The descriptor for SIFT of length
128, is formed from a histogram of local gradients.
The descriptor for SURF is computed by first find-
ing the dominant orientation. It uses wavelet re-
sponses, which are weighted with a Gaussian and
the dominant orientation is estimated as the sum
of all responses within a sliding window. The de-
scriptor contains the wavelet responses in 4 × 4
subregions together with the sum of the abso-
lute values of the responses. The final vector has
length 64 and is therefore both shorter than SIFT
and faster when performing the matching. The
sampling area is a multiple of the scale factor.

1.2 Feature Matching
In the next step, a process called feature match-
ing is required to establish the correspondences
between the features in the images using the
extracted feature descriptors. The particular
matching method can be chosen depending on
the type of the extracted descriptors [ML12].
Usually, a distance measure is used, such as Sum
of Squared Distances (SSD), normalised cross
correlation [NT13] or the Chi-squared distance
[Has14], to determine how similar feature vectors
are. The pair of features having the smallest
distance is consequently considered to be nearest
neighbours. An exhaustive search can be applied
if there are few correspondences or when the



feature vectors themselves are short. Other-
wise, some kind of partitioning method, such
as kd-trees [FBF77], k-means clustering [FN75],
or combinations of both [ML09] can be used to
speed up this part of the process.

1.3 Outlier Removal and Comput-
ing the Transformation

Finally, outliers are removed and the geomet-
ric correspondence between the images is estab-
lished using some version of the RANdom SAmple
Consensus (RANSAC) algorithm [FB81, HZ04].
RANSAC starts by selecting the minimal number
of points required to determine the model param-
eters, i.e. the homography [HZ03, BL07], which
is the projective transformation between the im-
ages. Using this transformation, the number of
inliers that falls below a certain tolerance ε, are
counted, i.e. points being close enough to its cor-
responding match are regarded as inliers. When
the probability of finding a better model becomes
lower than some threshold, the algorithm termi-
nates, otherwise it starts all over selecting a new
point set. Generally, N iterations are needed in
order to find an outlier free set with the probabil-
ity p (often set to 99% or more) as:

N =
log (1− p)

log (1− γ s)
, (1)

where γ is the inlier ratio, i.e. number of inliers
divided by number of points in the cluster and s
is the number of samples drawn each time. The
algorithm starts all over and samples the set once
again if N is larger than the number of iterations
of the main loop. An alternative termination cri-
terion is used for the OptimalRANSAC [HNM13],
which terminates when two identical sets are being
found after applying local optimisation [CMK03],
re-estimation and pruning.

1.4 Contributions
To summarise there are four steps in the pro-
cess of matching/registering images from interest
point detection to computing the transformation
between a pair of images:

1. Detection of interest points.

2. Extraction of feature descriptors for those in-
terest points.

3. Matching of the descriptors to find tentative
correspondences.

4. Removing outliers with RANSAC or similar,
and obtaining the transformation in the same
process.

In this paper we focus on the second point. We
propose a very efficient feature descriptor for fast
matching that can be used in applications where
speed is crucial and scale invariance is not impor-
tant. Two such cases are examined herein: image
stitching in microscopy, and stereo pair extraction
from two aligned cameras. The descriptor can eas-
ily be extended to be rotation invariant. We com-
pare and evaluate our proposed descriptors to the
SURF descriptor [BETVG08], which is a popular
and fast descriptor invariant to scale and rotation.

2 RELATED WORK
There are many different interest point detectors
proposed in literature such the Shi-Tomasi corner
detector [ST94], which is based on the Harris de-
tector [HS88] and FAST [RD06], which is based
on SUSAN [SB97], just to mention a few. Some
find corners other blobs or edges [Can86]. Several
overviews of different types of detectors have been
published [TM08, SMB00, ZKM04].
Many different feature descriptors have been de-

veloped [MS05, GHT11]. The main requirements
of a feature descriptor are low computational cost
(efficiency) and high robustness, i.e. invariance to
illumination and image transformations like scal-
ing and rotation. Histogram of Oriented Gradi-
ents (HoG) [DT05] is a descriptor, which is distri-
bution based just as SURF. However, HoG is not
invariant to rotation. To reduce the dimension-
ality it was proposed to build binary descriptors
like the BRISK descriptor [RD06] and FREAK
[LCS11, AOV12]. Binary descriptors are faster
but less precise. Another approach is to use the
frequency domain to construct a feature descriptor
[HM13, Has14]. Such descriptors are robust but
the use of the Fourier transform leads to increased
computational cost.
For both detectors and descriptors, invariance is

often required, either to illumination, rotation or
scale. However, not all applications require all of
these and the importance of these different feature
properties depends on the application.

3 A SIMPLE NON INVARIANT
FEATURE DESCRIPTOR

The idea proposed in this paper is to construct
the descriptor in as simple way as possible for
applications where speed is crucial and the extra
overhead for handling scale and rotation are not
needed. The pixel values in the area around the
interest points are sampled in the following way:
if the size of the area around the point is n × n
then a descriptor of length k = 3n is obtained by
sampling each line of pixels and computing the fol-
lowing three measures: mean µ, (min − µ)2 and



(max−µ)2, where min and max are the min and
max of the pixels in that row. Several experiments
where conducted and it turns out that computing
the square of the differences, rather than just the
difference, improves the result noticeably, which
has also been shown for other matching meth-
ods [Bor84]. The experiments reported herein also
contain the results using the mean only in order to
show that adding these squared difference values
makes the descriptor more robust than when just
using the mean.

3.1 Data Sets
Two data sets were used for testing and evaluating
the performance of the descriptor. The first data
set comes from the MiniTEM, which is a bench-
top low-voltage transmission electron microscope
designed for easy TEM imaging and quantitative
analysis of biological as well as inorganic sam-
ples. The images are all grayscale in 12 bit and
2048x2048 pixels in size. The first three (A, B and
C) are images of tissue section of human kidney.
The two last (D and E) are images of mimivirus
particles inside of an amoebae. The images in this
data set are found to the left in figure 1.
The second data set, found to the left in figure

2, contains stereo images from video sequences of
objects of different heights.

3.2 Experiments
The images were first blurred using a Gaussian of
size 9 with σ = 1.0 in order to remove noise. The
top 1200 interest points using the detectSURFFea-
tures function in Matlab R© were detected. In order
to investigate how the number of points used in
the matching affect the result, the matching was
performed using the top 400, 800 and 1200 points.
The SURF features were extracted using the

Matlab function extractFeatures using the follow-
ing parameters: ’Method’,’SURF’. The proposed
descriptors were extracted using a MEX function.
The matching was performed using the matchFea-
tures function in Matlab using the SSD. Finally
a version of RANSAC was used that is supposed
to obtain the optimal set of inliers in each run
[HNM13].
The results of matching the image pairs in the

first data set are shown in figure 1. The image
pairs are depicted to the left and as an illustra-
tion of the matching, green ’*’ indicate inliers and
red outliers. For all images the results from us-
ing the proposed descriptor is shown, using the
top 1200 points and a descriptor length of 63, i.e.
a bit shorter than the SURF descriptor. The dia-
grams show the ratio of inliers compared to the to-
tal number of points used, i.e. 400 (blue), 800 (yel-
low) and 1200 (red), and the inlier ratio (points re-

maining after matching). The same colour scheme
is used for both diagrams, and the circles con-
nected with lines corresponds to the proposed de-
scriptor, while the squares connected with dotted
lines are the results of the SURF descriptor. The
non-connected triangles are the proposed descrip-
tor using the mean only and the descriptors used
are hence just a third as long. The y- axis shows
the percentage (i.e. the ratios) and the x− axis
the size n of the sampling area, which is always
odd, since the key point pixel must lie in the mid-
dle of the area.
The results of matching the image pairs in the

second data set are shown in figure 2. It should be
noted that the RANSAC used for the experiments
finds the largest set of inliers, i.e. the optimal
set, for one model. However, in the images there
are sometimes more than one model since objects
are placed on different heights. Nevertheless, this
problem applies to both the novel descriptor and
SURF and hence the comparison is done only for
the optimal set for practical reasons.
Normally, SURF gives the same number of in-

liers since the descriptor is always 64 long and al-
ways samples the same neighbourhood size. How-
ever, the region of interest (ROI) of the whole im-
age must be set for the detectSURFFeatures so
that sampling is not done outside the image. As
exactly the same features was going to be used
for both methods being compared, the number
of inliers could vary slightly since the ROI varies
depending on the size of the sampling area. In
this way the maximum area possible was always
sampled instead of setting a fixed ROI for all im-
ages. Nevertheless, it can be noted that SURF
does better than the novel method when small
neighbourhoods are sampled and that the novel
method starts to do better than SURF for larger
sizes.
When the size of the area sampled is 22, the

descriptor will consequently be of size 66 and it
will therefore be slightly larger than the SURF de-
scriptor. Hence, if the connected circles are found
above the connected squares to the left of 22 in
the diagrams, then the proposed method gives a
better result for shorter descriptors.

4 ROTATION INVARIANCE
Rotation invariance can be added in a very simple
way, by just sampling in circles around the centre
point instead of sampling along lines. The idea is
shown in figure 3. The mean µ for each circle is
stored in the beginning of the vector. If a radius
of r around the centre pixel is used for sampling,
the number of circles n should be less than r. The
(min − µ)2 and (max − µ)2 are stored after the
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Figure 1: Results from the MiniTEM data set. The images to the left are matched using
the proposed method (both the descriptor based on the mean only and also the one using
the combination of mean, max and min) and SURF. The matching was performed using
the top 400 (blue), 800 (yellow) and 1200 (red) points. The diagrams shows the result and
the circles connected with lines corresponds to the proposed descriptor, while the squares
connected with dotted lines are the results of the SURF descriptor. The non-connected
triangles are the proposed descriptor using the mean only. The diagram to the left shows
the ratio of inliers compared to the total number of points used and the diagram to the
right shows the inlier ratio after matching and RANSAC. The y− axis shows the percentage
and the x− axis the size n of the sampling area.
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Figure 2: Results from the stereo data set. The images to the left are matched using the
proposed method (both the descriptor based on the mean only and also the one using the
combination of mean, max and min) and SURF. The matching was performed using the
top 400 (blue), 800 (yellow) and 1200 (red) points. The diagrams shows the result and
the circles connected with lines corresponds to the proposed descriptor, while the squares
connected with dotted lines are the results of the SURF descriptor. The non-connected
triangles are the proposed descriptor using the mean only. The diagram to the left shows
the ratio of inliers compared to the total number of points used and the diagram to the
right shows the inlier ratio after matching and RANSAC. The y- axis shows the percentage
and the x− axis the size n of the sampling area.



Figure 3: A rotation invariant descriptor is
achieved by sampling in circles around the
interest point.

mean for each circle. The total length of the de-
scriptor will be 3n − 2, since the centre pixel has
no min or max.

4.1 Results of Experiments
The rotation invariant descriptor was compared to
SURF for all images in the second data set (figure
2). The right image was rotated 45◦ using bicubic
interpolation. A radius r = 14 was chosen in order
to sample a rather small area together with n =
13, giving a descriptor length of 37, as indicated
in the diagram in figure 4, which is close to half
the length of the SURF descriptor (length 64).
Still the proposed descriptor does better or almost
as good when it comes to finding inliers from the
set of points. This time the top 1200 points were
used, and it was noted that the results were almost
identical for using 400 or 800. The y− axis show
the percentage and the x− axis corresponds to the
row number in figure 2, so that the image pairs
could be easily identified.
One can note that the number of found points

are just as good or even better with the new de-
scriptor, but also that adding the (min− µ)2 and
(max − µ)2 really has a great impact on the re-
sult. The green bars in the diagrams correspond
to using just the mean giving a length of 13 as
indicated. Even if the new detector often finds
more inliers compared to the size of the data set,
the inlier ratio is still less than with SURF. This
is due to the fact that there are more outliers af-
ter the matching process for the new descriptor.
However, the good news is that also more inliers
are found.

5 DISCUSSION
The novel descriptor proposed in this article was
tested on two rather different data sets, where
scale invariance is not necessary and just brings
extra overhead. Instead it is important that
the descriptor is fast to compute so that the
transformation can be obtained in real-time. For
the MiniTEM images it is important since image
matching is used in the alignment process, and it

can also be used to create a larger digital field of
view than the microscope directly can provide.
Since video sequences obtained from the stereo
camera can be rather long, the time consuming
task of stereo matching could be decreased with
a short but efficient descriptor. Moreover, if they
are fast enough for real-time matching, it would
be possible to obtain instant stereo images while
filming.

The proposed descriptor is very fast to com-
pute since it contains just the mean of each row
in the square area around the interest points to-
gether with the squared differences between the
mean and the min and max of each row. In order
to obtain rotation invariance it is just changed so
that the values are computed for circles around
the centre point instead of lines. The extra work
needed is minimal as sampling in a circular man-
ner can be achieved without the sine or cosine
in the inner loop by using the Chebyshev recur-
rence relation [BF01, BHB04]. The results show,
not surprisingly, that the larger the descriptor
the better the result. However, even for rather
small sizes the proposed descriptor performs bet-
ter than SURF when it comes to finding more in-
liers. Nonetheless, it can be noted that SURF
sometimes achieves a higher inlier ratio, especially
when the novel descriptor is shorter. To some ex-
tent, this can be due to the fact that the inter-
est point detector used for both SURF and the
novel descriptor is tailored for SURF. It should
be noted that here is nothing that prevents from
using any other interest point detector together
with the novel descriptor, and in fact one should
use some approach that is faster, like Harris. How-
ever, to make a fair comparison between the novel
descriptor and SURF, the same interest point de-
tector was used in order to make sure that the very
same number of points were used for obtaining the
descriptors.

The rotation invariant descriptor also works
very well, even for shorter descriptors. It was
noted in the experiments that a vector length of
only 37 gave just as good or better results than
SURF. This can be a powerful descriptor in cases
where rotation invariance is required but not
scale invariance. As an example, for panoramic
stitching one could rotate the camera when taking
pictures and the matching would still be able to
handle this. Of course, zooming would not be
possible as the detector is not scale invariant.

Finally, it should be mentioned that SURF was
used instead of SIFT since the latter is more com-
plex, and therefore slower. There are also other
alternatives but SURF was chosen as it has be-



Figure 4: Comparison of image matching where one image is rotated 45◦. Methods used are
the proposed method (blue), the same but using the mean only (green) and SURF (yellow).
The x-axis label corresponds to the image pairs in figure 2.

come very popular and is implemented in both
Matlab and OpenCV.

6 CONCLUSION
Fast feature descriptor extraction and matching is
crucial for many applications where invariance is
less important. Two examples were used, one from
microscopy stitching and the other from stereo
cameras. A very fast to extract but efficient de-
scriptor can be achieved by simply sampling each
row in the area surrounding the interest points and
for each line computing the mean and squared dif-
ferences of the mean and the max and min. Hence,
the resulting descriptor will be three times larger
than the height of the area being sampled. In com-
parison with SURF, this novel detector often did
better, even for shorter descriptor lengths than 64,
which is the length of SURF.
An efficient rotation invariant descriptor was

also proposed by simply sampling in a circular
manner around the centre points. This can be use-
ful for situations where speed is crucial but where
rotations might occur.
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