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Abstract

 

—Biomedical cell image analysis is one of the main application fields of computerized image analy-
sis. This paper outlines the field and the different analysis steps related to it. Relative advantages of different
approaches to the crucial step of image segmentation are discussed. Cell image segmentation can be seen as a
modeling problem where different approaches are more or less explicitly based on cell models. For example,
thresholding methods can be seen as being based on a model stating that cells have an intensity that is different
from the surroundings. More robust segmentation can be obtained if a combination of features, such as inten-
sity, edge gradients, and cellular shape, is used. The seeded watershed transform is proposed as the most useful
tool for incorporating such features into the cell model. These concepts are illustrated by three real-world prob-
lems.
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1. INTRODUCTION

 

1.1. Image Analysis in Cancer Research

 

One of the first and largest application fields for
image analysis is biomedicine in general and, particu-
larly, pathology. The final diagnostic decision for many
diseases is based on microscopic examination of cells
and tissues. In particular, cancer is always finally diag-
nosed through the microscope. If cell samples from
healthy individuals can be examined, precursors of can-
cer can be detected even before they develop into the
dangerous disease and cured by simple means. The
most prominent example is screening for cervical can-
cer through the so-called pap smear, which has signifi-
cantly reduced the incidence and mortality of the sec-
ond most common type of cancer for women in coun-
tries with an effective screening program [5]. The
visual interpretation is, however, tedious and in many
cases error-prone. Therefore, ever since the first appear-
ance of computers, significant development efforts
have been aiming at supplementing or replacing human
visual inspection with computer analysis [4].

In addition to its diagnosis and screening applica-
tions, microscopic examination can help in grading the
cancer, i.e., to determine how aggressive it is and how
it should be treated. The grading may be based on an
assessment of the amount of DNA per cell nucleus,
studying the deviation from the normal chromosomal
chromatin content. It may also be based on specific
staining of some other marker, e.g., associated with cell
proliferation. Here, various immunostaining techniques
have been developed. Computerized image analysis
may be used to automatically measure the staining
reaction in a quantitative way. In these applications, the
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superior capability of the computer to count and mea-
sure the number of stained objects and their area is of
great value [28].

The grading can also be based on a study of the
organization of the tissue, sometimes called cellular
sociology. Here, the pathologist is judging the degree to
which the cancer has caused the natural order and struc-
ture in the tissue to break down. Finding all the cells in
a tissue sample and then describing their relative dis-
tances, orientations, etc., through graph analysis, the
computer can generate a grading that is similar to that
of the pathologist but in a more quantitative and, hope-
fully, more objective and reproducible way [12].

 

1.2. Cytomics

 

Even though the cancer-related applications of cell
image analysis have been dominating, there are several
other important applications within the field. There
have been very interesting developments of automated
blood cell differential counters with many generations
of machines appearing over the years. And similarly,
there have been substantial developments in the field of
computer-assisted chromosome analysis systems.
Today, the rapid development in modern bioscience is
opening a whole new application field for tools that
have been developed for cancer cell image analysis
over the last decades.

The well-known HUGO project led to an almost
complete map of the human genome, and significant
efforts are currently focused on mapping what proteins
the different genes express. In order to completely
understand the functioning of the cells and organs of
the body, it is also necessary to map when and where
the different genes are activated. Cytomics is the sci-
ence of cell-based analysis that integrates genomics and
proteomics with the dynamic function of cells and tis-
sues. Many people regard functional genomics, or
cytomics, as the next great challenge for bioscience.
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Most of the previous work on mapping genes and pro-
tein expressions has been done in bulk, without the pos-
sibility of linking the events to specific positions and
functions in the cells. In order to move on to deeper
understanding of the cell development and behaviors,
new microscopy methods will be at the core of develop-
ments.

One of the main goals of functional genomics, pro-
teomics, and cytomics is to understand how the cells
develop and differentiate from stem cells into highly
specialized organ cells, to understand how and when
the genes are expressed in the cell, and how the signal-
ing inside and between cells works. Similarly to the
case of cancer research, we thus need to study the cells
on several levels of resolution, ranging from the intrac-
ellular molecular and signaling levels to the population
behavior levels. Let us outline a few current examples.

 

1.3. Time-Lapse Microscopy 
and Cell Migration Modeling

 

In order to study and control stem cell multipotency
and self-renewal, the cell migration and cell division
have to be modeled. This is done by tracking individual
cells over time. Image sequences are acquired using
time-lapse microscopy supplemented by an incubator
system to keep the cells alive and a motorized stage to
make it possible to investigate and compare multiple
cell cultures, e.g., manipulated cells and controls.
Tracking the cells in these sequences presents a number
of image analysis challenges. Cells may touch, overlap,
or enter or leave the microscopic field of view, as well
as divide or die during the time-lapse experiment. The
robustness and accuracy of automated tracking meth-
ods can be improved if statistical 

 

a priori

 

 information
on typical cell movement patterns can be incorporated
into the tracking algorithm [11].

 

1.4. Analysis of Subcellular Compartments
and Transportation

 

Cells are elaborately subdivided into functionally
distinct, membrane-bounded compartments. Each
compartment contains its own characteristic set of spe-
cialized molecules, and complex distribution systems
transport specific products from one compartment to
another or from one compartment and out of the cell.
Proteins catalyze reactions within compartments and
selectively transport molecules between compartments.
Signals from outside the cell can also trigger specific
transport within, as well as into and out of, the cell, e.g.,
resulting in the secretion of insulin from cells of the
pancreas.

By tracking the protein traffic from one compart-
ment to another, a better understanding of the maze of
intracellular membranes and signals can be achieved.
Specific proteins within living cells can be tagged with
green fluorescent protein (GFP), and similar tags, by
genetic engineering. The localization and movement of

the tagged protein can thereafter be imaged using fluo-
rescence microscopy. Corresponding studies on other
types of tagged biomolecules, such as metabolites, can
also be performed. Specific intracellular compartments
and structures can also be visualized by immunofluo-
rescence staining. The analysis of these signals can
often be described as the analysis of fluorescent
“blobs.” Methods for the detection, characterization,
quantification, and positioning of blobs are required.
Specialized segmentation methods, as well as methods
for the tracking and extraction of features describing
morphology, are needed. In addition to their use in
basic bioscience research, these kinds of methods are
also of great interest to the pharmaceutical industry in
the development of new drugs [19].

 

1.5. Image Analysis Steps

 

In the development of computerized cell image
analysis, there are several important steps that need to
be implemented, such as preparing suitable specimens,
loading, positioning, and focusing the specimens in the
microscope, digitizing an image with suitable resolu-
tion and spectral properties, finding areas of interest for
the analysis, segmenting the images, extracting useful
features, and finally recognizing the diagnostic or other
information of interest through classification or pattern
recognition techniques on the cellular or specimen
level. Each of these steps gives rise to a number of chal-
lenging research questions that have been studied in
great detail over the half century that has passed since
the first achievements in the field took place. If the goal
is to create an interactive system, some of the difficul-
ties can be left to the human operator to solve, but when
the goal is a fully automated analysis system, all the
steps need to be addressed. In a couple of recent papers,
we outlined the development of the field over the years
[4, 5] and discussed the feature extraction aspects in
detail [29]. In this paper, we concentrate on the crucial
image-segmentation step.

2. IMAGE-SEGMENTATION MODELS

Segmentation is the process of dividing an image
into its constituent objects, or parts, and a background.
It is often one of the most important and most difficult
steps in an image analysis task. The result of segmenta-
tion usually determines eventual success of the final
analysis. For this reason, many segmentation tech-
niques have been developed by researchers worldwide
and there exist almost as many segmentation methods
as there are segmentation problems. The difficulty of
the segmentation problem highly depends on the type
of specimen to be analyzed. If we are dealing with cyto-
logical specimens where the cells are singly lying on a
clean background with well-stained nuclei, and if the
analysis task is limited to nuclear properties, then a
simple automatic thresholding method may be suffi-
cient. If, on the other hand, the cells are presented in
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intact tissue, such as histopathological tissue sections,
and the nuclei as well as the cytoplasms are stained,
then the segmentation task may be difficult indeed.
Sometimes, it is necessary to use interactive techniques
in order to obtain sufficient data quality. But even in
these cases, it is useful to push the automated segmen-
tation as far as possible. Compared to manual methods
based on drawing the outlines of the nuclei, computer-
aided methods need far less interaction and the result is
more objective and easily reproduced. Automation also
increases the amount of data that can be processed.

The robustness and power of a segmentation tech-
nique is related to the quality of its model of the image
that is to be analyzed. If we simply use the fact that the
objects are darker than the background, a simple
thresholding may work, but the method will be unable
to resolve cluttered images with many different types of
objects with different densities. If, on the other hand,
we have a model that knows the typical density range,
edge contrast properties, and the shape of the objects of
interest, we can use much more sophisticated methods,
e.g., active shape models [13]. But there is a price to
pay. The segmentation will fail if the objects in the
image do not match the assumed model sufficiently
well, or the method may find objects even where there
are none. Also, developing very specific models is
tedious. So, there is a trade-off: the ideal solution
should model as much of the information known about
the objects as possible in sufficiently general terms to
make it easy to train for a new class of images, but still
with sufficient specificity to really find objects of inter-
est and discriminate against unwanted objects and arti-
facts.

 

2.1. Different Types of Microscopy

 

There are several microscopy techniques that are
used in cell image analysis. If the cells are to be studied
while they are alive, it is better to avoid staining alto-
gether. Interference contrast microscopy can then be
used to obtain images of the cells. The process gener-
ates images that have similarities with gradient images
of stained cells; i.e., they show most contrast where
there are spatial changes in the amount of cellular mate-
rial.

The most widely used technique is transmission,
absorption microscopy, where the stains absorb light
passing through the specimen. Examples are the Feul-
gen stain, which stoichiometrically stains DNA, and the
stain cocktail developed by Papanicolau and used for
staining the hundreds of millions of pap smears ana-
lyzed every year. Absorption microscopy images show
dark objects against a clear background.

A third imaging method that has become increas-
ingly popular is fluorescence microscopy, where the
stains are excited by a shorter wavelength and then emit
light at another, longer wavelength. Thus, they have
inverted contrast; i.e., the cells are bright against a dark

background. One reason for the increased popularity of
fluorescent staining techniques is the development of
laser scanning microscopes where, through confocal
optics or multiphoton excitation, 3D images of tissue
sections can be obtained. Fluorescent stains that can be
used on living cells without killing the cells have also
been developed.

Each type of microscopy poses its own segmenta-
tion problems. So far, no general standard solution to
the segmentation problem has been found. A new tai-
lored solution is typically developed for each applica-
tion problem. Still, these solutions can be discussed in
terms of image and object models, i.e., what kind of
information in the images they are based on and
whether it is mainly intensity, edges, connectivity, or
shape. Through such a discussion, some general prop-
erties can be seen and, hopefully, some useful steps
towards more generally useful segmentation
approaches can be taken. In this paper, we present such
a discussion. As illustrations, we use experiments car-
ried out in our laboratory over past years.

 

2.2. Thresholding

 

A simple and often used method for image segmen-
tation is thresholding based on histogram characteris-
tics of the pixel intensities of the image. Here, it is
implied that objects of interest are brighter or darker
than other parts of the image. For an overview of
thresholding techniques, see [32]. In order to get a sat-
isfactory segmentation by thresholding, a sufficiently
uniform background is required. Many background
correction techniques exist (see, e.g., [14, 18]), but they
may not always result in an image suitable for further
analysis by thresholding. The transition between object
and background may be diffuse, making an optimal
threshold level difficult to find. At the same time, a
small change in the threshold level may have a great
impact on further analysis. Feature measures, such as
area, volume, mean pixel intensity, etc., directly depend
on the threshold. These effects can be reduced through
the use of fuzzy techniques, e.g., fuzzy feature mea-
sures [34]. Adaptive thresholding, i.e., local automatic
thresholding, can be used to circumvent the problem of
varying background or to refine a coarse global thresh-
old [24]. The problems of segmenting clustered objects
and choosing a suitable threshold level for objects with
unsharp edges will, however, remain. Thresholding
does not have to be the final step in the segmentation
procedure. An intensity threshold can be used as a start
for further processing, e.g., by the morphological oper-
ations presented below and/or visual inspection.

 

2.3. Region Growing

 

If we model the objects as consisting of connected
regions of similar pixels, we obtain region growing
methods. The name comes from the fact that starting
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regions grow by connecting neighboring pixels/voxels
of similar gray level.

Many region-growing algorithms result in overseg-
mented images; i.e., too many object regions are
formed. In [26], region growing is combined with
region merging based on edge information, and in [17],
the images are preprocessed with an adaptive anisotro-
pic filter to reduce oversegmentation. The adaptive
anisotropic filter reduces noise in homogeneous
regions while sharpening discontinuities. Using these
methods, one is still left to face the prominent cluster-
ing problem, i.e., finding separation lines when no
intensity variation is present. Another approach,
described in [1], is to let the regions grow from pre-
defined small regions, known as seeds. Each region in
the resulting segmented image will contain exactly one
of the starting seeds. Both manually marked seeds and
an automatic seeding method are described. The prob-
lem with this approach to cell nuclei segmentation is
that it is very difficult to construct a seeding method
that puts exactly one seed in each nucleus, even when
the nuclei are clustered and/or have internal intensity
variations.

 

2.4. Seeded Watershed Segmentation

 

A popular region-growing method, which has
proved very useful in many areas of image segmenta-
tion and analysis, is the so-called watershed algorithm.
The method was originally suggested by Digabel and
Lantuéjoul and extended to a more general framework
by Lantuéjoul and Beucher [7]. Watershed segmenta-
tion has then been refined and used in very many situa-
tions (for an overview, see [22, 38]). The main differ-
ence between the watershed algorithm and ordinary
region growing is that the watershed algorithm works
per intensity layer instead of per neighbor layer. If the
intensity of the image is interpreted as elevation in a
landscape, the watershed algorithm will split the image
into regions similar to the drainage regions of this land-
scape. The watershed borders will be built at the crests
in the image. In a gradient magnitude image, water will
start to rise from minima representing areas of low gra-
dient, i.e., the interior of the objects and the interior of
the background, and the watershed borders will be built
at the maxima of the gradient magnitude. However, if
watershed segmentation is applied directly to the gradi-
ent magnitude image, it will almost always result in
oversegmentation, due to the intensity variations within
both the objects and background.

Instead of letting water rise from every minimum in
the image, water can be allowed to rise only from
places marked as seeds. Seeded watersheds have previ-
ously been described, for example, in [6, 15, 20, 22,
38]. Fully automatic foreground seeding is tricky, and
when using morphological filtering, one often ends up
with more than one seed per object or objects contain-
ing no seed at all. More than one seed per foreground
object in many methods, e.g., in [22], results in back-

ground seeds passing through foreground components,
which leads to incorrect segmentation results. Many
seeded watershed segmentation methods are, therefore,
based on manual seeding (see, e.g., [20]), requiring
extensive user interaction. In [37], a way of using a
seeded watershed for extracting a single, manually
seeded, region of interest is presented. It uses four
merging criteria to overcome the oversegmentation
problem. The threshold values needed for the merging
step are all calculated from the marked seed in the
region of interest. The use of merging to reduce over-
segmentation is also described in [16, 23].

 

2.5. Edge-Based Segmentation

 

Another observation used as a basis for segmenta-
tion is that cells are surrounded by edges where the
intensity changes rapidly. Edges are usually initially
extracted as a gradient image in which the local max-
ima are connected. A drawback of this method is that
one often runs into problems when trying to produce
closed curves. A powerful solution to this problem is
offered by the so-called snakes or active shape models
[13]. From a rough marking of the border or a seed
inside the object of interest, a curve expands until it
finds a strong edge. The function describing the expan-
sion consists of different energy terms attracting the
curve to edges [25]. Problems with this model consist
in defining suitable energy terms and, again, construct-
ing automatic seeding methods that are restricted to one
unique seed per nucleus.

Cell nuclei are usually convex and fairly round or
elliptic. The shape of the cell nuclei itself can, there-
fore, be used as part of the object model. In [42], a 3D
blob segmentation method based on elliptic feature cal-
culation, convex hull computations, and size discrimi-
nation is described. Careful choice of a scale parameter
is needed, and the edges of the resulting objects will not
necessarily be aligned with the edges of the nuclei. A
restricted convex hull is computed for slicewise 3D seg-
mentation in [3]. Distance information in the restricted
convex deficiency defines the location of separating
lines between clustered objects. The information
obtained per slice is later joined to construct 3D
objects. Watershed segmentation applied to distance
transformed binary images (usually binarized through
thresholding) is useful for separating touching objects
that are convex (see [21, 24, 41]). In [14], similar sepa-
rating lines between touching objects are found in a
slightly different way. The distance image is thresh-
olded, creating a new binary image consisting of
shrunk versions of all the objects. Dividing lines are
thereafter defined as the skeleton of the background of
this binary image.

 

2.6. Combined Seeded Watershed Models

 

None of the above-described methods will alone
produce a satisfactory result on the more difficult types
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of cell and tissue images. We may, for instance, have
problems if (i) the cells are clustered, (ii) the image
background varies, and (iii) there are intensity varia-
tions within the cells. By combining the methods, more
powerful models of the situation can be created which
can solve many segmentation problems. Our experi-
ence has shown that the seeded watershed approach is
a useful core component in such more complex seg-
mentation models. In the next section, we will briefly
outline a few illustrative examples.

3. EXPERIMENTS AND RESULTS
To illustrate the concepts discussed so far in this

paper, we briefly describe three projects where we suc-
cessfully applied combined seeded watershed models
for cell image segmentation.

 

3.1. Living Cells in Culture

 

Drugs are often synthetic molecules that affect the
dynamic events in individual cells. By studying cells
over time and exposing them to drugs, important infor-
mation about the applied drugs can be retrieved. Anal-
ysis of single cells can thus be used as a screening step
in the search for new drugs. High-throughput screening
requires fast and fully automatic methods for single cell
analysis.

The basis for all automated image cytometry is cell
segmentation. Before any cell-specific spatial, spectral,
and temporal features can be extracted, the individual
cells have to be segmented from the image background

and from each other. While the nuclei of the cells are
often quite distinct and easy to detect, e.g., based on
their regular shape [21, 28], the cells are a lot more
challenging. If we need to segment both whole cells
and nuclei, we can model a cell as containing a nucleus
surrounded by a cytoplasm. We have recently devel-
oped a fully automatic image analysis method for quan-
tifying ruffle formation, i.e., formations associated with
GFP-Rac1 translocation in individual cells.

Evaluation of ruffling in individual cells requires
outlining cytoplasm of each cell, i.e., cytoplasm seg-
mentation. Apart from expressing the GFP-Rac1,
which shows a green fluorescence, the cells were also
stained with Hoechst

 

TM

 

 33258, a blue nuclear marker.
This image of the cell nuclei was first segmented, and
the result was used as seeds to simplify the segmenta-
tion of the cytoplasms [19]. See illustration in Fig. 1.

 

3.1.1. Seeding by segmentation of nuclei. 

 

Each
cell contains one nucleus, and by firstly segmenting the
nuclei and using them as seeds in watershed segmenta-
tion of the cells, cytoplasm segmentation is simplified.
This approach certainly requires a dual staining tech-
nique where the nuclei can be detected and segmented
first. This is, however, the case in many applications.
The nuclei were separated from the background by an
image-specific intensity threshold. The threshold was
automatically set, so that the contrast between border
pixels belonging to object and background was maxi-
mized. After thresholding, clustered nuclei had to be
separated. A distance image was created by applying
the Euclidean distance transform to the binary objects
[9]. Touching circular nuclei were thereafter separated
by applying watershed segmentation to the distance
image [27, 39]. The result of the nuclear segmentation
can be seen in Figs. 1a, 1c, and 1f.

 

3.1.2. Segmentation of cells. 

 

The whole cytoplasm
of each cell has to be delineated to know what pixels
(ruffles, intensities, etc.) are associated with each cell.
The cells were separated from the image background
using the foreground–background intensity threshold
found by a spline-based preprocessing step [10, 18].
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Fig. 1.

 

 Segmentation results: (a) segmentation of the nuclei
is seen as black borders outlining the nuclei; (b) threshold-
ing of the cytoplasm image (white borders) does not sepa-
rate the individual cells; (c) if the nuclei (darker regions
with black borders) are used as seeds for watershed segmen-
tation of the cells, all cells are separated (white borders); (d–
f) a difficult region: (d) clustered nuclei and (e) overlapping
cytoplasms; (f) the resulting segmentation is shown.
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Fig. 2.
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-Maxima in 1D. The local maxima in the 1D
image, or intensity profile, are marked by stars and rep-
resent the result of 

 

h

 

-maxima transformation using 

 

h

 

 = 1.
If 

 

h

 

 = 2 or 

 

h

 

 = 3, the result will be the dark or light gray
regions, respectively. A low 

 

h

 

 will result in many small
regions, while a larger 

 

h

 

 will result in fewer but larger
regions.
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Touching cells are, however, not separated by simple
thresholding (see Fig. 3b). Instead, the cells can be sep-
arated using watershed segmentation [6, 39]. Each
seed, i.e., nucleus, will give rise to a catchment basin,
and when the water rising from two different seeds
meet, a watershed, or border, is built in the image land-
scape. All pixels associated with the same seed belong
to the same cytoplasm, which corresponds to a model
where each cell should contain one nucleus.

Watershed segmentation separates touching cells
where the border between them is the darkest (i.e.,
brightest in the negative image). This is a reasonable
assumption at time 0, when the GFP-Rac1 is evenly
spread in the cytoplasm. After addition of agonist, the
signal is less smooth and the borders between the cyto-
plasms tend to be brighter due to the GFP-Rac1 trans-
location. Applying watershed segmentation to these
images may, therefore, position the cell borders incor-
rectly. Robust analysis of GFP-Rac1 translocation
requires well-defined cell borders also after adding
agonist. One approach is to use the segmentation result
from time 0 as a mask, but cell motion and shape
changes result in an unreliable segmentation. The
changes in shape and position are compensated for by
first thresholding the images in the same manner as for
time 0. The segmentation result from time 0 is thereaf-
ter allowed to grow within the Voronoi region [2] asso-
ciated with each cell, i.e., the region that is not closer to
any other cell.

 

3.1.3. Feature extraction. 

 

Once each cell has been
outlined, a number of features have to be defined and
extracted from the image data. The combination of the
extracted feature values for a cell is the basis for classi-
fying this cell as showing no, moderate, or high activa-
tion, and should describe the accumulation of GFP-
Rac1 at the cytoplasmic membrane. There exist thou-
sands of different features in the literature, and the
choice of features to include in the classification pro-
cess is not trivial. More features are not always better
[33]. We, therefore, restricted the search for good fea-
tures to those that are intuitively felt to be related to the
biological process we wanted to describe. We also cre-
ated a number of problem-specific features specially
designed to capture the ruffling formation.

 

3.1.4. Results. 

 

Segmentation of cytoplasms by
using a parallel image showing the cell nuclei as seeds
proved to be very successful and not a limiting factor in
the classification of cells according to their activation.
The limiting factor was instead the feature extraction
and the training of the classifier. Final classification
results were similar to those obtained by visual classifi-
cation, and the variability between a visual classifica-
tion and the fully automated computer-based classifica-
tion was about the same as the variability between
visual classifications performed by two different per-
sons.

 

3.2. Cell Nuclei in Tissue

 

A difficult case, where no separately defined seeds
are available, is fluorescent images of cell nuclei in tis-
sue. Images of cell nuclei in tissue produced by fluores-
cence microscopy often show an uneven background
intensity due to autofluorescence from the tissue and
fluorescence from objects that are out of focus. This
unevenness makes the separation of foreground and
background nontrivial. Intensity variations within the
nuclei, as well as clustered nuclei, further complicate
the segmentation. We propose a region-based method
where seeds representing object- and background-pix-
els are created by combining morphological filtering of
both the original image and the gradient magnitude of
the image. The seeds are then used as starting points for
watershed segmentation of the gradient magnitude
image.

 

3.2.1. Seeding. 

 

Seeds marking probable foreground
and background regions are planted in the image. These
seeds serve as starting points in the watershed algo-
rithm applied to the gradient magnitude image. In the
case of fluorescence stained cell nuclei, the images con-
tain bright objects against a darker background. Hence,
each object of interest contains at least one local inten-
sity maximum. We define foreground seeds in the orig-
inal image using the extended 

 

h

 

-maxima transform
[35]. The extended 

 

h

 

-maxima transform filters out the
relevant maxima using a contrast criterion. All maxima
whose heights are smaller than a given threshold level

 

h

 

 are suppressed (see Fig. 2). A high 

 

h

 

 will result in

 

(a)

(c)

(b)

(d)

 

Fig. 3.

 

 Segmentation of cells. Shown is a small part of one
image in a time sequence. (a) Original image; (b) fuzzy
thresholded image; (c) result after applying the fuzzy dis-
tance transform; (d) seeds (black) and region borders (gray)
of the resulting watershed segmentation.
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fewer seeds, and some objects may not get a seed at all.
Due to a subsequent merging step based on gradient
magnitude (described below), we use a rather low 

 

h

 

value to make sure that each object gets at least one
seed. The result is shown in Fig. 4c.

The background can be seeded by extended 

 

h

 

-min-
ima in the original image, i.e., local minima deeper than
a certain depth 

 

h

 

. As the background intensity is gener-
ally higher close to fluorescent objects, this way of
seeding generates very few background seeds close to

the objects. We choose to define the background seeds
in the gradient magnitude image instead. We calculate
the gradient magnitude image, as described below, and
define our background seeds as the extended 

 

h

 

-minima
in the gradient magnitude image. Since the interiors of
cell nuclei also will be local minima in the gradient
magnitude (see Fig. 4b), we have to discard all con-
nected extended 

 

h

 

-minima components smaller than a
certain size 

 

s

 

 to make sure that no object pixels are set
as background seeds. This way of using the gradient

 

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

 

Fig. 4.

 

 (a) Part of an original fluorescence microscopy image of a slice of a tumor; (b) the gradient magnitude of (a); (c) the fore-
ground seeds found by extended 

 

h

 

-maxima transformation; (d) the background seeds found by extended 

 

h

 

-maxima transformation
of the gradient magnitude image followed by removal of small components; (e) result of seeded watershed segmentation; (f) the
result after merging seeded objects based on edge strength (poorly focused objects are also removed in this step); (g) the distance
transform of the objects in the segmented image (the brighter the intensity, the further the pixel from the background or a neighbor-
ing object); (h) watershed segmentation of the distance transform before merging; (i) final segmentation result based on intensity,
edge, and shape information.
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magnitude image to seed the background generates
background seeds evenly distributed in the image, even
if an image has a nonuniform background. The final
background seeds can be seen in Fig. 4d.

 

3.2.2. Gradient-based watershed segmentation.

 

The seeds of the objects and the seeds of the back-
ground should grow and meet where the gradient mag-
nitude image has a local maximum. The magnitude of
the gradient expresses the variation of local contrast in
the image; i.e., sharp edges have a high gradient magni-
tude, while more uniform areas in the image have a gra-
dient magnitude close to zero. The local maximum of
the gradient amplitude marks the position of the stron-
gest edge between object and background. There exist
many different approximations of the gradient magni-
tude of an image. The most popular is the Sobel opera-
tor, and since it works well in this application we use it
[36]. The resulting gradient magnitude can be seen in
Fig. 4b. In our seeded version of the watershed segmen-
tation, water will rise from pixels marked as seeds, as
well as from nonseeded regional minima found in the
image. Separating dams, or watersheds, are built only
between catchment basins associated with different
seeds. As soon as the water level of a seeded catchment
basin reaches the weakest point of the border towards a
nonseeded regional minimum, it will be flooded. The
water will continue to rise until each seeded catchment
basin in the gradient magnitude image meets another
seeded catchment basin.

 

3.2.3. Merging regions with weak borders. 

 

If too
many seeds are created in the seeding step, some
objects will have more than one seed. These objects
will be oversegmented after the watershed algorithm,
since each seed results in one region. However, if two
seeds are in the same object, the magnitude of the gra-
dient at the region boundaries will usually be small. The
strength of a border separating two regions is calculated
as the mean intensity along the border. The mean value
of the border of each merged object must be updated
after merging, and the merging is continued until all
remaining object borders are stronger than a threshold 

 

t

 

e

 

.

A strong border means that the object is well
focused. When merging is based on a border strength,
not only oversegmented objects are merged, but also
poorly focused objects are merged into the background
and disappear. This may be useful if well-focused
objects are important in further analysis of the fluores-
cent signals (see, e.g., [40]). In this case, a rather high
threshold 

 

t

 

e

 

 is suitable.

 

3.2.4. Separating clusters using shape. 

 

Tightly
clustered nuclei most likely do not show a strong border
where they touch and thus are not properly separated by
watershed segmentation. However, as a result of the
previous steps, we get a correct segmentation of the
clusters from the background. Cell nuclei are usually
convex and can be separated from each other based on
shape, as previously described in, e.g., [30, 38]. We use
the seeded and edge-merged watershed result as a

binary input to a distance transformation and, thereaf-
ter, apply watershed segmentation to the distance
image. The distance transform of a binary image
assigns to each object pixel the distance to the closest
background pixel. We have used the 3- to 4-distance
transform [8] (see Fig. 4g). Taking the inverse of the
distance image, the distance maxima serve as regional
minima for watershed segmentation. Catchment basins
are built around every distance maxima, as shown in
Fig. 4h. As the nuclei are fairly round, the most promi-
nent distance maxima coincide with the centers of
nuclei and catchment basin borders coincide with the
more narrow waists of clusters. The discrete distance
image may, however, contain too many local maxima,
resulting in oversegmentation. Merging based on the
weakest border pixel is applied to reduce this overseg-
mentation. Only the borders whose minimum strength
is greater than 

 

t

 

s

 

 are kept, corresponding to a maximal
allowed shape variation of the object. The result can be
seen in Fig. 4i.

 

3.2.5. Results. 

 

The segmentation method was tested
on 2D and 3D images of tissue sections from samples
of routinely fixed and paraffin-embedded carcinoma of
the prostate as described in [41]. Each image contained
87–133 cells, with 689 cells in total. Once the five input
parameters 

 

h

 

fg

 

, 

 

h

 

bg

 

, 

 

s

 

, 

 

t

 

e

 

, and 

 

t

 

s

 

 were set for the whole
experiment, based on a single training image, the
experiments needed no human interaction. The seg-
mentation result achieved by the described method was
compared to manual counts from the same image fields.
The average agreement was 91%. The small variation
in the result shows that the method is robust.

 

3.3. Bright-Field Images of Stem Cells

 

Combining shape and intensity with the use of mor-
phological filtering for seed finding proves to be a good
solution also when segmenting bright-field microscopy
images of cells. In order to track cultured neuronal pre-
cursor cells as they differentiate to neurons and glial
cells (Fig. 3a), we need a fast and robust segmentation
algorithm.

There is a distinction between fluorescence micros-
copy images and bright-field images. Fluorescent cells
emit light, while, in the case of the bright-field micro-
scope, light is absorbed and diffracted by the cells. Due
to the presence of a visible background, processing of
bright-field images is more complex than that of fluo-
rescent images. However, there are more similarities
than differences and problems and solutions here
resemble those of the fluorescence studies.

 

3.4. Image Acquisition

 

The imaging system used was a Leica

 

TM

 

 DM IRB
bright-field microscope (20

 

×

 

 lens), a Prior

 

TM

 

 stage and
Solent Scientific

 

TM

 

 incubator technology. Cells were
cultured in enclosed Falcon

 

TM

 

 cell culturing plates with
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a carbon dioxide enriched gas supply and a heated envi-
ronment of 37°C. Since the experiment was run over
several days and the illumination conditions did not stay
quite stable over that period of time, automatic exposure
tuning was required. This was done by computing and
evaluating an image histogram for each image.

A focus is a complicated part of imaging. The rea-
son for this is that the size (thickness) of the cell is sig-
nificant in comparison with the depth of focus. This
means that the cell plate cannot be treated as a two-
dimensional object. For a specific depth of focus, a spe-
cific part of the cell is sharp. To acquire an image of
optimal focal properties, we take a stack of images of
different focal planes and select the plane where the
best contrast is achieved.

3.4.1. Preprocessing. The images acquired suffered
from slight variations in intensity over the field of view.
Careful calibration of the microscope setup reduced
this to a minimum, but additional data-driven process-
ing improved the situation further. We tested three
shading-correction methods. The B-spline shading cor-
rection method based on the iterative kernel density
estimate described in [18] gave good results. Homo-
morphic filtering with a large average filter gave worse
results due to the influence of larger bright clusters of
cells. Homomorphic filtering with a large median filter
(45 × 45) gave satisfactory shading correction. We
decided to use the median filter approach, since it is sig-
nificantly simpler than the method presented in [18]. A
3 × 3 Gaussian smoothing was also performed to reduce
noise in images.

The acquired images also had a variation in intensity
over time. We therefore normalized the intensity level
of the images. Normalizing the intensity over the entire
image, i.e., subtracting the mean and dividing by the
standard deviation of the pixel intensities, gave fair
results. This method is, however, sensitive to the num-
ber of cells in the image. Better results were achieved
by making a rough foreground/background segmenta-
tion and then normalizing only on the base of the back-
ground intensities. The initial foreground/background
segmentation was done by thresholding the original
image at one standard deviation above the mean inten-
sity of the whole image, thus removing the cells. A sec-
ond better estimate of the overall image intensity is then
made from what is below this threshold. The stability of
this normalization, of course, requires that the back-
ground noise level stays fairly constant over the time of
the experiment, which was the case here.

3.4.2. Fuzzy thresholding and seeding. To seg-
ment the preprocessed images into individual cells, we
perform a fuzzy thresholding, where the intensity range
is rescaled to the range [0, 1] (Fig. 3b). The value 0 is
set to all pixels with intensity below the lower threshold
tl, and 1 is set to all pixels above the higher threshold th.
Between tl and th, image intensities are linearly
rescaled. tl is set just above the background level, at
µ + 0.3σ of the background (an approximate back-

ground is achieved by using the shading correction
algorithm). th is set at a level of µ + 4σ of the back-
ground. This level is high enough to guarantee that pixels
brighter than that are really well inside the cells. Due to the
use of a fuzzy approach, the method becomes less sensi-
tive to the exact values of these threshold levels than if a
standard crisp thresholding had been used.

On the fuzzy thresholded image, we apply a
fuzzy/gray weighted distance transform [31] to incor-
porate both the shape (roundness) and the intensity of
the cells (Fig. 3c). This gives us a good landscape to
segment by using the watershed algorithm [39]. We
again use the extended h-maxima transform [35] to find
suitable seed points for the watershed algorithm in the
fuzzy distance image (Fig. 3d). For an h maximum to
be used as a seed for the watershed algorithm, we
require its intensity to be above a threshold tDT in the
fuzzy distance transformed image. This last threshold
enables us to conveniently remove small and faint
objects from the image. The watershed segmentation is
allowed to grow up to the lower threshold tl.

3.4.3. Results. The segmentation results for the
described method are not absolutely perfect on the
rather difficult images that we have been working with:
there is some over- and undersegmentation. Since we
have a time sequences of images, additional informa-
tion from the previous and the following image can
help us to decide if a cell, e.g., should be split into two.
Since the main task of this project is to perform track-
ing of cells, features are extracted from the segmented
cells and this information is then used in a Multiple
Hypothesis Tracking scheme employing dynamic pro-
gramming in order to assign the individual cells of one
time frame image to the correct path in the spatiotem-
poral domain. This work is still under way, but the pre-
liminary results show great promise.

4. DISCUSSION AND CONCLUSIONS

We have discussed the important general problem of
cell segmentation, which is a crucial step in most cell
image analysis applications. In order to obtain a suc-
cessful segmentation method, it is important to use as
much a priori information as possible about the appear-
ance of the objects that are to be segmented, without
resorting to models that are too complex or too difficult
to train or apply. We propose that models which com-
bine intensity, gradient, connectivity, and shape infor-
mation using watershed transforms are very useful for
creating robust cell image segmentation methods. This
approach has solved several difficult real-world seg-
mentation problems, and we believe it will be useful
also for many other problems. In our work, so far, we
have defined the few necessary input parameters based
on a typical training image for each problem. It should
be possible to develop ways of doing this fully automat-
ically, since the results are not overly sensitive to the
exact values of the parameters.
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